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ABSTRACT  
This paper presents the outcome of numerical simulations of the flow field inside the ONERA F1 wind-
tunnel, which is a large-scale pressurized low-speed wind tunnel mostly used to investigate the take-off and 
landing performance of aircrafts in high-lift configuration. The simulations were carried out under RANS 
modelling assumptions. Results were compared to available experimental data characterizing the tunnel 
flow-field, especially in the test section. The overall flow physics is well captured by the simulations. 
However, when looking at the result with a more demanding level of accuracy, some important 
characteristics of the velocity distribution in the test section, such as flow upwash and total pressure 
distribution, are not replicated. Reasons are discussed in the paper, and some recommendations are derived 
for future similar simulations.   

NOMENCLATURE 

Symbols & definitions 

A = local tunnel cross section 
CAD = Computer Aided Design 
CRM = Common Reference Model, see [1] 
F1 = large pressurized subsonic wind-tunnel located in Le Fauga-Mauzac test center, near 

Toulouse, France (F stands for Fauga) 
 = ratio of specific heats for air,  
 = pressure loss coefficient of the simulated leg of the tunnel 

Lref = reference length of the tunnel (1/10th of the square root of its cross-section, i.e. Lref = 
0.3967 m) 

LRM = Large Reference Model: reference full-span model of the F1 wind tunnel, based on CRM 
shape 

K = resistance coefficient through a porous obstacle, as in [2] 
M = Mach number 
p = pressure 
q = dynamic pressure 
Q = mass flow 
Re =  Reynolds number, based on the tunnel reference length  

  = ratio between the current cross section and the sonic cross section in a one-dimensional 
isentropic perfect gas 

X, Y, Z = space coordinates from the center of the test section, X horizontal and streamwise, Y towards 
starboard, Z upwards 

model volume = the volume in the test section where the model is intended to be positioned 

Indices 

0 = index for the flow conditions averaged across model volume 
1 =  index for the flow conditions at test section center (X = Y = Z = 0) 
2 =  index for the flow conditions at the outflow plane of the simulation 
ref = refers to one of the tunnel reference measurements 
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i = index for stagnation conditions 
is = index for isentropic evolution 

1 INTRODUCTION 

In the past decades, simulation tools have matured enough to attempt modelling the flow in wind tunnels, 
which have been a primary source of aerodynamic data for more than a century. Simulating the flow in a 
wind tunnel, either empty or containing a model under test, can be attempted with different goals in mind, 
including at least: 

• to fully replicate the aerodynamic setup while performing a “CFD validation experiment” [3]; 
• to improve the wall and support corrections that are applied to the results in order to extrapolate 

them to free-flow (e.g. [4]); 
• to document the wind tunnel flow quality, aid the design of new wind tunnel parts, or the 

improvement of existing ones (e.g. [5]). 

Many computational models of wind tunnels have been used in the past, most notably for wall correction 
activities [6]. The rise in computational power made RANS simulations more affordable and prompted their 
use to simulate wind tunnel flow, especially when previous modelling was known to show some weaknesses, 
e.g. in slotted [4][7] or porous [8] walls tunnels. The investigation reported in this paper was conducted in 
2012, after similar activities from the same author and his colleagues [9]. At that time, the goals were to: 

• assess the capability of RANS simulation to reproduce the mean flow field in the F1 empty wind 
tunnel; 

• scrutinize the quality of this flow field in order to complement existing experimental data; 
• prepare a computational model of the wind tunnel for possible subsequent use. 

Therefore, this effort had no single application in mind, among the ones presented above. On the contrary, it 
was thought its outcome might be useful to different purposes, from wall corrections, or support corrections 
as in [10], to tunnel improvement.  

2 GENERAL DESCRIPTION OF THE F1 WIND-TUNNEL 

Only a brief description of the ONERA F1 wind-tunnel is given here to provide some context of the 
simulations carried out. The reader is referred to references [11], [12] and [15] for a more complete 
description. A photograph is shown in Figure 1, and a sketch in Figure 3.  

 
Figure 1. General view of the F1 wind tunnel 
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The wind tunnel is of pressurized, closed-circuit type. The rectangular circuit is built of pre-stressed concrete 
and has an overall volume of some 13 000 m3. The settling chamber is 12 m in diameter and is fitted with a 
honeycomb filter (depth 200 mm, with 25 mm wide hexagonal cells) and three turbulence screens (5×5 mm 
cells, with wire of 1 mm diameter). It is followed by a metallic convergent which ensures the passage to the 
rectangular test section, with a 7.2 contraction ratio. The test section is 4.5 m wide, 3.5 m high and 11 m 
long. The first diffuser features a metallic part which ensures the gradual return to a circular cross section, 
with a mean aperture angle of 5°. The second part is a trunk of cone made of concrete, again with a total 
aperture angle of 5°. The first corner is 6.8 m in diameter. The wind-tunnel motor is a 9.5 MW asynchronous 
electric motor, driving a fan of 7.4 m diameter at a constant speed (360 RPM). The pitch angle of the 16 
blades of the fan is controlled to adjust the tunnel speed.  

To ensure a high productivity, the test section can be isolated from the rest of the circuit by two cylindrical 
sliding doors, which enables access to the model within 10 min maximum while keeping the rest of the 
circuit pressurized. The test section itself is mounted on a cart that can be removed from the aerodynamic 
circuit to carry the model and all the testing apparatus from and to different preparation cells in order to 
optimize the run-up time of the tunnel. A system of inflatable sealing is used to keep the different parts 
airtight. Some details will be further discussed when needed in section 6.1. 

3 EXPERIMENTAL CHARACTERIZATION OF THE TUNNEL FLOW 

This section explains how the experimental “empty tunnel conditions”, or “uncorrected model conditions”, 
(indexed “0”) are related to the reference measurements (indexed “ref”) produced by the facility 
instrumentation. This procedure has been in place for decades and follows the principles reminded in the 
more recently published reference [13].  

In F1, reference flow conditions are obtained from the following reference measurements:  
• total pressure  is obtained from a Pitot tube to the left hand side of the test section;  
• static pressure  is obtained from a reference static tap near the end of the convergent;  
• total temperature  is measured from a thermocouple (type T) in the settling chamber. 

The characterization of the flow in the test section consists in: 
• tunnel calibration: establish relationship between the state of the flow in the model volume, and the 

reference measurements; 
• flow quality: measure the homogeneity of the flow (spatial uniformity) in the model volume and its 

turbulent content (temporal uniformity). 

3.1 Total temperature calibration 

Measurements of total temperature were carried out during the tunnel commissioning test in 1976. The total 
temperature  was found equal to  and homogeneous across the test section within ±0.5°C [14].   

3.2 Total pressure calibration 

The total pressure distribution in the test section was measured using rakes of Pitot probes mounted and 
displaced in between the tunnel walls. A small deficit of total pressure exists in the test section compared to 
the total pressure at the periphery of the stream, where reference total pressure taps are located. Examined in 
areas where full-span models are located, the average value of the total pressure coefficient is: 

 
This value of  was found to be independent of Mach and Reynolds numbers and forms the tunnel 
calibration law for the total pressure.  

In terms of homogeneity, deviations of  across the span of the model are within ±0.003. The 
static pressure being uniform there, this means that the velocity in model volume is homogeneous within 
±0.15% of its average value. Some plots will be provided in section 5.5, when comparing simulation with 
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experimental data.  

3.3 Static pressure calibration 

The static pressure along the tunnel centreline is measured using a long pipe, as in many other tunnels [13]. 
Thank to proper side wall divergence, the static pressure is homogeneous within ±0.2% × q0 in the model 
volume. Again, a plot will be provided latter, in section 5.3, with comparisons to simulation data.  

The difference in static pressure between the tunnel centreline and the static reference tap forms the tunnel 
calibration law for static pressure: 

 
A polynomial regression of  is performed against  and  to come up with an analytical law 

 that is used during tunnel run to determine the static pressure, and therefore the Mach 
number, as detailed in section 3.5. Actually, each of the redundant reference taps has its own calibration law.  

3.4 Flow upwash and sidewash angles  

In F1, the most accurate measurement of average upwash angle is obtained with model inversion method 
[16]. It provides a value representing the upwash angle averaged along a full model span. A value of 
+0.11°±0.02° was recently measured with the standard LRM model (based on CRM shape), without tail 
plane (unpublished results). Previous measurements with another tailed model resulted in a value of 
+0.16°±0.03° reported in [17]. The 0.05° difference was due to measurement uncertainty and an increase of 
upwash (at tail location only) because of the imperfect symmetry of the support. 

Tests reported in [17] using a special setup for high-accuracy PIV measurements gave access to the spatial 
distribution of flow upwash angle with an unprecedented level of detail, and an accuracy level estimated at 
±0.05°. It was found that the spread around mean upwash was within ±0.15° over the span of a typical 3 m 
full span model, see Figure 2. This had already been observed previously with 5-hole probes, but with a 
lower accuracy and much sparser measurements. New improved PIV measurements (unpublished results) 
confirmed these results, and further refined the knowledge of the flow across the span of the model. Once 
averaged across a standard model span of 3 m, the PIV measurements yielded an average upwash angle of 
+0.09°±0.03°, therefore providing confirmation of the traditional model inversion method. Sidewash angle 
were also measured and were found to be near zero, but with an accuracy level of only about ±0.15° 
(because measuring the sideslip angle was not an objective of the test).  

 
Figure 2. Spanwise distribution of upwash angle in the middle of the test section (from [17]) 

3.5 Use of tunnel calibration during test 

The total temperature at tunnel center is considered equal to the settling chamber reference temperature  
(from results presented in section 3.1), hence: . 

Total and static pressures  and  are combined to compute the reference Mach number  and 
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dynamic pressure , using classical isentropic formulae:  

 

(1) 

 
(2) 

With the help of the total pressure  and the tunnel standard reference length , the reference Reynolds 
number  is also computed.  

It has to be clearly understood that these “ref” quantities characterize the flow field existing at the location of 
the reference taps, not at the location of the model. It would therefore make no sense to use these values in 
processing any model measurement (e.g. in calculating force coefficients).  

Then, the average total pressure at model location  is deduced from the tunnel reference measurement 
 to account for the total pressure deficit exposed in section 3.2: 

 (3) 

In a similar way, the static pressure at model location is obtained from the tunnel calibration law exposed in 
section 3.3: 

 (4) 

Once total and static pressure at model location are determined, isentropic formulae are again used to 
compute the Mach number at model location: 

 

(5) 

Every other quantity at model location can be deduced using classical isentropic relationships. These 
quantities are called the “empty tunnel conditions”, or “uncorrected model conditions” (uncorrected from 
wall and support interference). This is the flow as it exists in the model volume before actually putting the 
model in the tunnel. Interestingly, the flow temperature plays almost no role in determining the Mach 
number and dynamic pressure, and therefore accuracy requirement on temperature measurement is less 
stringent than on pressure measurements.  

Every reference measurement is made redundant, with at least two independent sensors. For the most critical 
parameter, namely the differential pressure measurement between  and , no less than 6 static 
pressure taps, independently connected to 3 total pressure taps, using 6 different sensors of 3 different types, 
are used. Agreement between redundant measurements is automatically checked during each tunnel run. 

Mean upwash and sidewash angles are accounted for when computing uncorrected aerodynamic angles 
(angle of attack and sideslip angle, once again, uncorrected from wall and support interference) from 
geometric angles (pitch, yaw and azimuth angles).  

3.6 Comments 

The flow homogeneity at the location of a typical full-span model compares favourably with requirements 
from two different literature sources, see Table 1. More detailed data will be presented in the following 
sections when comparing simulations and experimental results.  

Table 1. Recommended flow uniformity across model volume 
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 Dynamic pressure Flow angle Total temperature 
AGARD AR-184 [18] ±0.5% × q0 ±0.1° ±1 K 
Low-Speed Wind Tunnel 
Testing ([16] section 6) ±0.5% × q0 ±0.1° to ±0.2° - 

Achieved in F1 ±0.3% × q0 ±0.15° ±0.5 K 
 

4 COMPUTATIONAL MODEL 

4.1 Tunnel geometry 

The simulations presented in this paper were carried out over a domain comprised between the settling 
chamber and the first corner downstream of the test section (see Figure 3). The walls were assigned a no-slip 
adiabatic boundary condition to generate boundary layers.  

 

Figure 3. Overview of F1 wind tunnel and corresponding  
simulation domain with boundary conditions 

The CAD shape of the wind tunnel was constructed from the original drawings, except for the side walls of 
the test section (−4 m < X < +4 m). These side walls are slightly diverging to compensate the growth of the 
boundary layers in the test section and therefore achieve a uniform velocity distribution along the centerline. 
The divergence of the tunnel side walls was adjusted to its today’s position in 1988 and their final shape was 
measured at this time. These measurements were integrated in the CAD model. The floor and ceiling of the 
test section are flat and horizontal.  

This physical domain was further extended 30 m downstream (4.4 local diameters) by a tube of constant 
cross-section with inviscid wall boundary condition. This was intended to resorb any flow separation that 
could occur in the diffuser. Indeed, in previous research [9][19], it was identified that flow separation could 
occur in the diffuser, at least during the convergence process, and that such reverse flow reaching the outlet 
surface would cause the solver to become unstable and then to crash.  
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Some features of the geometry were neglected in the simulations due to their geometrical complexity: 

• the honeycomb and the three turbulence screens located in the settling chamber (to be discussed in 
section 6.1); 

• the venting slot and porous part immediately in front of the start of the convergent (to be discussed 
in section 6.3); 

• the venting slot at the downstream end of the test section.  

4.2 Upstream and Downstream Boundary conditions 

The inflow surface was given a subsonic injection boundary condition, i.e. the total temperature, total 
pressure and flow direction are imposed. For all computations, a uniform total temperature of 298 K was 
imposed and the injected flow was assumed aligned with the X-axis. Concerning the total pressure, it was 
also assumed uniform in the first place, with a value varying between 1 and 3.85 bars, representing the 
pressure operating range of the tunnel. In the second place, a slightly non-uniform distribution was imposed 
as will be presented in section 5.5.  

The outflow surface was assigned a subsonic outflow boundary condition, for which the static pressure is 
imposed. One of the difficulties of simulating a wind tunnel flow is that one does not know in advance which 
value of the back pressure to use in order to generate the required Mach number in the test section. In these 
simulations, the back pressure value was iterated during the convergence process with the help of a 
proportional-derivative controller algorithm that will be now presented.  

Let us index “1” the flow conditions at the center of the test section (X = Y = Z = 0) and “2” the flow 
conditions at the outflow, and call A the tunnel cross-section. Let us note  the ratio between the current 
cross section and the sonic cross section in a one-dimensional isentropic perfect gas: 

 
(6) 

We note  the derivative of this function and  its inverse over the subsonic interval . To 
simplify notations, we note  the function: 

 
(7) 

Let us try to reach a tunnel Mach number  in the center of the test section. If the flow was one-
dimensional and isentropic in the tunnel, the Mach number at the outflow  would be: 

 
(8) 

with  in our case. The outflow pressure would then be: 

 (9) 

The actual flow being not isentropic, the actual outflow pressure  is smaller than  because of the head 
loss associated with entropy generation in the boundary layers. We then define the pressure loss coefficient  
of the simulated tunnel as: 

 
(10) 

The sensitivity of the outflow pressure with respect to the tunnel Mach number is therefore: 
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(11) 

where all partial derivatives are taken at constant total pressure. In the present work with subsonic Mach 
numbers, it was considered that  and , and consequently only the first term was retained. 
Then, taking into account the equation (9) for  one can develop equation (11) into: 

 
(12) 

A simple discrete-time proportional-derivative controller algorithm iterating on the back-pressure (sketched 
in Figure 4) was then implemented to converge the tunnel Mach number toward the target  as quickly as 
possible. This algorithm examines the tunnel Mach number every  iterations and outputs corrections 
to be applied the back pressure . Iterations here are full multigrid cycles (see section 4).  

The proportional coefficient of this algorithm is chosen to be , where  is given by Eq. (12) 
and 0.7 was chosen as a damping coefficient 
to keep the algorithm stable. The derivative 
coefficient was chosen as  
where  is an approximate 
characteristic response time of the simulated 
tunnel, evaluated with the help of a 
preliminary calculation during which the 
tunnel is converged to an arbitrary Mach 
number and is then imposed a step change in 
back pressure. Numerical values were 
selected to be 200 iterations, and 

 iterations. The first 1 500 
iterations are carried out without changing 
the back pressure in order for the flow to 
settle before starting the control process. 

For the first calculation with , the back pressure is initialized using equation (10), with  being 
given a first guess value of 0.067, estimated from textbook methods ([16] chapter 3). The flow is initialized 
as uniform with a Mach number equal to 0.05 everywhere. The simulation is allowed to run for 
20 000 iterations, a number sufficient to converge both the computation and the tunnel Mach number as 
shown in Figure 5. 

Some of the subsequent simulations were restarted from previously obtained flow-field, and the initial guess 
for  was improved calculations after calculations, but the gain in the necessary number of iterations was 
small.  

The control equations exposed above were written for the most general case where the flow at test section 
center (indexed 1) is different from the flow averaged across model volume (indexed 0). In F1 wind-tunnel, 
the static pressure is practically uniform in the test section so that . In the same way, in simulations 
with uniform total pressure, one has . In simulations with non-uniform pressure,  is lower than 

 by about 0.1% × q0 (see Figure 15 in section 5.5), which is of little consequence.  

 
Figure 4. Algorithm for back pressure control 
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Figure 5. Convergence history of the simulation at  = 2 bars,  =  = 0.2 

Of course, in case a model and support are placed in the virtual tunnel, the pressure loss coefficient should 
be increased to account for the drag of these objects. In simulations with models carried out in [25][27], 
the back-pressure was also driven by an iterative process, but it was formulated as an optimization process 
(to “pair” the flow-field with the free-flow situation) rather than a dynamic control algorithm (to reach a 
predefined Mach number in the tunnel). 

4.3 Tunnel mesh 

The wind tunnel was discretized with a structured multiblock mesh comprising 2 321 900 cells. In the test 
section, the cells measured about 16 cm × 7.8 cm × 5.6 cm, respectively in X, Y and Z directions. The first 
cell near walls was about 3 µm thick, which allowed resolving the boundary layers with about 30 mesh cells, 
down to the viscous sublayer, with y+ in the range 0.3–0.5 at the lowest Reynolds number, and 1–2 at the 
highest Reynolds number. A view of the resulting mesh is provided in Figure 6.  

 

Figure 6. View of the computational structured multiblock mesh 

4.4 Flow equations and resolution 

The flow in the tunnel was modelled using RANS equations with the Spalart-Allmaras turbulence model. 
The  elsA solver [20] version 3.4.03 was used. Space discretization used a finite-volume formulation with the 
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second order scheme of Jameson, with zero second order dissipation and a low fourth order scalar artificial 
dissipation coefficient of 0.016, completed by Martinelli correction with an exponent of 0.3. Time 
discretization scheme was first order, with an implicit formulation solved using a LU-SSOR method. 
Regarding the low Mach number implied, Choi-Merkle preconditioning was used in the calculation. 
Convergence was accelerated by the use of a 2-level multigrid method. 

5 COMPARISON BETWEEN SIMULATED AND OBSERVED FLOW FIELD 

Unless otherwise indicated, simulation results are presented for a tunnel total pressure  of 2 bar and a 
Mach number  of 0.20. If available, experimental data are selected at similar flow conditions. If not 
available, the nearest flow conditions are plotted and are indicated on the figures.  

The simulations were carried out for 6 different flow conditions in the tunnel, indicated in Figure 7.  

 

Figure 7. F1 wind tunnel operating range, with flow simulations performed 

5.1 General flow features 

The Figure 8 displays a general view of the obtained flow field. At first glance, a rather simple flow field is 
obtained, as one could expect: a mostly inviscid flow, almost incompressible, surrounded by boundary layers 
that are mostly 2D and subject to moderate pressure gradients. 
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Figure 8. Overall simulated Mach number distribution in the wind tunnel 

The overall correctness of the simulations is first validated by examining the distribution of static and total 
pressure along the circuit. Experimental measurements were carried out during tunnel commissioning in 
1977 [14][15]. Some of these measurements used provisional pressure taps connected to water manometers 
over hundreds of meters of tubing. Although their reading was less reliable than today’s usual pressure 
sensors, they give a good indication of the pressure recovery in the first part of the diffuser. The simulated 
flow field is in good agreement, see Figure 9. Profiles of total pressure at two stations in the diffuser are 
shown in Figure 10, with again a good agreement.  

 

Figure 9. Distribution of static pressure  
along the tunnel leg 

 

Figure 10. Distribution of  
total pressure in the diffuser 

5.2 Boundary layers in the test section 

Next, the thickness and profile of the turbulent boundary layer is examined on the test section walls. Data 
from several rakes are available, and the agreement is generally fair. An example of boundary layer profile is 
shown near the entrance of the test section in Figure 11.  
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Figure 11. Boundary layer profile  
in the test section 

 

Figure 12. Boundary layer displacement 
thickness in the test section 

The boundary layer displacement thickness grows in the test section, at a rate of about 1.2 mm/m. This 
rate of growth is larger at low Reynolds number, see Figure 12. In the simulations, at a given X coordinate, 
the predicted boundary layer thickness is identical on all test section walls, except near corners. This is not 
exactly the case experimentally (based on other probes, not shown in the figure). Also, the boundary layer 
downstream of X = 0 is not well documented, with measurements carried out with a single rake sparsely 
equipped in pressure taps (not shown). 

5.3 Flow Uniformity along test section centreline 

Experimentally, the uniformity of the velocity along the tunnel centreline is measured using the long static 
pipe that is also used to determine tunnel calibration, as in many other facilities [13]. A comparison in terms 
of pressure coefficient is provided in Figure 13. In simulations as well as in measurements, the flow velocity 
is uniform within ±0.1% over 5 m long. This is a result of careful adjustment of wall divergence. Simulations 
indicate that the very small velocity gradient existing at low Reynolds number (pi0 = 1 bar in Figure 13) is 
even reduced at higher Reynolds number (pi0 = 3.85 bar), due to the reduced rate of growth of boundary 
layers on the wall (as shown in Figure 12). This trend with Reynolds number possibly exists in the 
measurements but is obfuscated by the small scatter (about 1.5×10−3 rms) in experimental data.  

This small scatter stems from sensor noise, but mostly from small flaws in the tap geometry, repeatable from 
one test to another. Therefore, the mean of about 30 taps located at typical full model position (−1.5 m < X < 
1.5 m) is used to estimate tunnel static pressure .  
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Figure 13. Distribution of static pressure on tunnel centreline 

5.4 Flow Uniformity across the test section 

Detailed results are presented in Figure 14, for a tunnel total pressure  of 2 bar and a Mach number  of 
0.20. They are very similar for other flow conditions.  

After simulations were carried out, examination of the CAD model revealed that there was a “dip” of 14 mm 
around X=−3 m on the starboard vertical wall. This spurious geometrical feature was caused by improper 
interpolation between wall position measurements during the setup of the CAD model. The real wall is flat 
within ±2 mm there. Since the error did not impact the flow in the model volume, it was not corrected.  

Another non-physical feature that can be observed in a overshoot of total pressure by about 0.8% × q0 at the 
top of the boundary layer. This is an unexplained artefact of the simulation, probably related to an 
insufficient discretization of the transport equation for the turbulent viscosity at the top of the boundary 
layer. This is not uncommon (e.g. it was also observed in [21], fig. 6b, in  similar simulations with FUN3D 
software) and it generally gets unnoticed unless an extreme scale-up is used (< 1% of outer velocity), as in 
the present paper.   
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a. Mach number 

 

b. Upwash angle 

Figure 14 (continued on next page). Simulated flow field the test section 
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c. Sideslip angle 

Figure 14 (concluded). Simulated flow field the test section 

Apart from these well identified flaws in the calculations, and in spite of the extreme scale-up used in the 
figures (iso-lines every 0.1% in velocity and every 0.02° in angles), the simulated flow appears to be almost 
perfectly uniform and lined up with the X axis in the typical model volume.  

To summarize the situation: having introduced a uniform flow at the inlet, we get a uniform flow in the test 
section. The tunnel geometry, as it is designed (e.g. wall divergence) and simulated, introduces no significant 
distortion in most of the test section, especially in the model volume.  

Although the real tunnel flow is indeed nearly uniform, there are some features that are not reproduced by 
the simulations, namely the flow angle (see section 3.4), and the total pressure distribution across the test 
section, to be discussed in the next section.  

5.5 Change in inlet boundary condition to reproduce total pressure distribution 

In the early years of the tunnel, it was measured that the total pressure on the periphery of the test section is, 
on average, about 0.5% ×  higher than in the model volume. Since total pressure probes are located near 
the walls, this needs to be accounted for, as described in the total pressure calibration in section 3.2.  

Since this small total pressure deficit is not picked up in the simulations presented so far, it was likely 
originating from the settling chamber. Therefore it was attempted to introduce a non-uniform total pressure 
distribution on the inlet boundary condition.  

To explain the phenomenon, the following hypothesis was proposed. When approaching the entrance of the 
convergent, the flow velocity gets higher near the middle of the settling chamber (see Figure 8). It therefore 
crosses the turbulence screens with a higher dynamic pressure near the middle of the settling chamber, 
causing higher pressure loss than on the periphery.  

The dynamic pressure was examined on the inlet plane of the previously obtained simulations, and it is 
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indeed about 12% to 18% higher near the tunnel centreline than on the periphery. It was then decided to 
make the inlet total pressure deficit proportional to this local inlet dynamic pressure. It was then calculated 
that a resistance coefficient K of 1.5 through the honeycomb and screens was requested to match the total 
pressure profile in the test section. The order of magnitude compares favourably with the resistance 
coefficient measured during tunnel commissioning in 1976, which varied from 1.6 to 2.6, but including also 
the 4th corner, upstream of the honeycomb [14].  

The non-uniform total pressure distribution hence calculated was applied on the inlet and the calculations 
were run again. Examination of the flow field reveals that the profile of total pressure is simply convected 
without diffusion from the inlet to the test section. The distribution of total pressure in the test section finally 
obtained is depicted in Figure 15.  

The shape and amplitude of the profile is well reproduced by the simulations, with the exception of the lower 
part of the test section (Z < 0), where the measurements are asymmetrical and an additional deficit of 0.1% 
to 0.2% ×  exists. An explanation for this phenomenon may stem from the asymmetrical deformation of 
the screens under the combined wind and gravity loading. This hypothesis was examined in [17] and may 
indeed be a valuable explanation. Another possible explanation would be the tendency of the screens to 
accumulate dust in their lower part, which would locally increase the resistance coefficient [16]. Of course, 
some non-uniformity may also exist upstream of the honeycomb filter.  

Finally, it is worth underlining that the non-uniformity of the total pressure across model volume translate 
into a non-uniformity of dynamic pressure that is less than ±0.3% × , and therefore satisfies flow quality 
requirements (see Table 1).  
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Figure 15. Distribution of total pressure across the test section 

5.6 Tunnel static pressure calibration 

The calibration laws for the static pressure are examined in Figure 16, for two different static reference taps 
(C18 and C20). The overall trend with Mach number is well reproduced by the simulation, but not the weak 
trend with Reynolds number. Interestingly, changing the uniformity of total pressure on the inlet has a small 
but significant effect (+0.6% × q0) on the calibration law.  

Since the simulations were not intended to replicate possible geometrical flaws around the taps and on the 
taps themselves, a perfect match was not expected. Hence the virtual tunnel has calibration laws that are 
comparable in magnitude and trends, but still different, from those of the real tunnel. As a consequence it is 
recommended never to use experimentally determined calibration laws to run a CFD model of the tunnel. In 
this example, it would result in errors of up to about 1% in dynamic pressure.  
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a. Static reference C18 

 

b. Static reference C20 

Figure 16. Calibration laws for static pressure on two reference taps 

 

6 DISCUSSION ON POSSIBLE SIMULATION IMPROVEMENTS 

6.1 Tunnel geometry 

Although the tunnel CAD model is not perfect (especially the modelling error causing the “dip” on the 
starboard side mentioned in section 5.4), 3D scans carried out after the simulations did not reveal large 
deviations from the theory: deviations were mostly symmetrical, mostly below ±2 mm in the test section, and 
mostly below ±20 mm in the convergent. It would be worth to attempt integrating these small deviations in 
the CAD model, but it is not expected that it would improve the simulation significantly.  

As already mentioned in section 4, some features of the geometry were neglected on purpose in the 
simulations, due to their geometrical complexity. It is of course difficult to assess whether or not these 
features may have an effect on the tunnel flow, however an example of such feature will be given here. 

This concerns the venting system at the entrance of the convergent, sketched in Figure 17. Pressure is not 
exactly uniform along the venting slot. Therefore a weak flow circulation must exist in the back side of the 
convergent, which redistribute some massflow sidewise. It was expected that this had a very minor effect on 
boundary layer development at the entrance of the convergent.  
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Figure 17. Schematic view of the convergent architecture 

Unfortunately, this slot is located in a small area of flow separation identified by the calculation (only at the 
lowest Reynolds number simulated) and shown in Figure 18. This separation was afterwards confirmed 
experimentally with tuft visualization, although with a much smaller size. It is created by the locally adverse 
pressure gradient in front of the steep convergent. Even if the simulations predict that this separation plays no 
significant role on the mean flow in the test section, one can wonder if the venting slot may play a role on the 
separation, maybe modifying its extent.  

There are chances that many wind tunnels present such small geometrical details that are difficult to model, 
but may still have an influence on the flow.  

  
a.  = 1 bar,  = 0.10 b.  = 2 bar,  = 0.20 

Figure 18. Simulated friction lines in the convergent 

6.2 Upstream flow 

As exemplified in section 5.5, simulations could probably be improved thanks to a better modelling of the 
flow occurring in the settling chamber, more especially the effect the settling devices (honeycomb and 
turbulence screens) have on the flow.  

In the present work, and even in more recent and more advanced similar simulations (e.g. [19],[22],[23],[24], 
and [25]), the geometry of the settling devices was completely eliminated from the simulation and their 
effect was either ignored, or modelled through specification of the inlet boundary condition. This approach 
requires a “mapping” of the flow in the settling chamber that is detailed enough to come up with a suitable 
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boundary condition. In the author’s opinion, this mapping of the flow can be carried out in the test section, 
instead of in the settling chamber. Indeed, experimentally characterizing the flow in the test section is not 
only easier than in the settling chamber, but it is also beneficial to the wind tunnel data quality in general. 
Simulations can then be used to derive an inlet boundary condition that matches the test section 
measurements. In the present work, this approach was applied to the case of total pressure with good results 
(see section 5.5). Because the flow through the convergent is very weakly diffusive, this would probably 
work for other flow quantities as well.  

An opposite strategy would be to completely simulate the geometry of the settling devices. In the F1 wind 
tunnel, this would mean meshing the honeycomb (about 209 000 cells) and the three turbulence screens 
(about 13.6 million holes in total). This seems far out of reach for three reasons: the computational power 
required would obviously be enormous, accurate geometrical input is lacking (such as the orientation of 
honeycomb cells, the actual distribution of wire diameter on the screens), and physical modelling of such 
flow would be challenging. Regarding this topic, one has to remember than even tiny geometrical details 
such as the dirt accumulated on the screens [16], or the way screen pieces are welded together [26] can have 
an effect on the flow in the test section. Therefore, this strategy of representing only the geometry and let the 
simulation resolve all the physics in the settling chamber seems unlikely to be successful.  

An intermediate way between these two extreme strategies may exist: for instance, by modelling the settling 
devices as surface flow discontinuities with physical models for the jump in momentum. These physical 
models would probably present some empirical coefficients that could be set based on available knowledge 
and measurements. At least the resistance and refraction coefficients [2] would need to be supplied, and they 
could possibly be non-uniform across the discontinuity surface, and depending on the Reynolds number. 
Some model to predict the shape of the screen under wind loads could also be incorporated. One can 
therefore realize that more or less sophisticated models can be built, and they can be adapted to the level of 
detail experimentally available, and physically required, to model the flow.  

6.3 Unknown tunnel features 

This last section is about a simple fact: undocumented features of the wind tunnel cannot be reproduced in a 
simulation model, and their effect on the flow will be missed.   

For instance, considering the convergent architecture (already sketched in Figure 17), the back side of the 
convergent is pressurized at the total pressure of the tunnel, whereas the tunnel flow is near the tunnel static 
pressure at the end of the convergent. In this area, the tunnel is crossed by the sliding door used when 
depressurizing the test section. This door is fitted with inflatable sealing to prevent leakage. In case the 
sealing fails to work properly, flow would leak from the back side of the convergent towards the entrance of 
the test section. In the early years of F1, several mechanisms were put in place to make sure such a leakage 
never goes undetected, since it can have an effect on the tunnel calibration.  

From a simulation standpoint, one has to be aware that such a leakage can exist, in order to stand a chance to 
include its effect in the simulation. Even then, its exact properties would be very difficult to document and to 
translate into a CAD model or boundary conditions (e.g. the location and shape of the leak path, or the mass 
flow). If tunnel simulations were carried out to troubleshoot such unsatisfactory tunnel behaviour, the result 
would be disappointing because simulations on their own often cannot spot the source of the issue.  

7 CONCLUSION 

At first sight, the simulations approximately reproduced the flow field in the simulated part of the F1 wind-
tunnel, by properly reproducing the rather simple flow physics involved. Nevertheless, when looking at the 
result with a more demanding level of detail, as required for the application (see Table 1), they failed to 
predict some significant features as summarized in Table 2. Possible reasons for this were discussed in 
section 6 with the help of some examples.  

Generalizing these findings to other tunnels is of course difficult, but may be attempted as follows:  
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• It is feasible to drive the virtual tunnel to a given Mach number thanks to an iterative process on the 
tunnel back pressure, with a moderate overhead in computational effort. Experimental measurement 
of this back pressure level is not necessary and textbook methods can provide an appropriate starting 
point.  

• Even in simple wind-tunnels, there may exist geometrical details that are often not represented on 
drawings or CAD models. As built geometry should be used whenever possible. A visual inspection 
of the tunnel is also useful in determining what to incorporate in the numerical model. 

• Although it drives a lot of what happens in the test section, it seems presently impossible to 
completely simulate the flow in the settling chamber. Some modelling of the settling devices is 
necessary and requires both physical modelling and experimental inputs. For that purpose, 
measurements are not necessarily carried out in the settling chamber itself, but rather in the empty 
test section.  

• Using simulations to troubleshoot non-understood tunnel behaviour may be disappointing since the 
cause of the issue often cannot be spotted, unless explicitly introduced in the CAD model or 
boundary conditions.  

• Calibration of the wind tunnel should be understood before running the simulations. Using the 
calibration laws of the physical tunnel to run the virtual tunnel should be avoided. It is preferable to 
establish calibration laws for the virtual tunnel.  

In conclusion, CFD is indeed a very powerful tool that can be used with beneficial outcome, as was already 
observed in previous publications, e.g. [9][23][25][27]. Nevertheless, as in many other scientific fields, 
numerical simulation is only a tool and it does not replace physical understanding, academic knowledge, 
practical sense, engineering judgment or professional experience. In that respect, it is never a waste of time 
to go through classical textbooks such as [16], [28], [29], or even [30] before pouncing on a computer to run 
simulations.  

Table 2. Summary of expected and achieved results 

Topic Expected / Required Obtained Conclusion 

Convergence 
of simulations 

Convergence towards 
steady state at target Mach 
number 

Achieved within reasonable 
computational effort with 
the help of a simple control 
algorithm. 

The virtual tunnel can be 
driven by iterating on the 
back-pressure, to converge 
some point of the flow 
towards a given Mach 
number and the simulation 
to steady state. 

Overall flow 
physics 

Predict pressure recovery in 
the diffuser, and boundary 
layer thickness 

Good result. Overall, RANS modelling is 
well adapted to the flow 
physics simulated. 

Tunnel 
calibration 

Reproduce tunnel 
calibration laws for static 
and total pressure 

Orders of magnitude and 
trend with Mach number are 
properly retrieved. Trend 
with Reynolds number is 
not.  

Avoid using experimental 
calibration laws to run a 
virtual tunnel.  
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Topic Expected / Required Obtained Conclusion 

Flow 
uniformity in 
model volume 

Reproduce small non-
uniformities in the flow 
field 

A very uniform flow field 
was obtained, unless when 
non-uniformity was 
introduced “by hand” on the 
inlet (total pressure). 

Small non-uniformities 
originate from features that 
were not simulated (e.g. 
settling devices).  

Flow 
unsteadiness, 
turbulent 
content 

Reproduce turbulent 
fluctuations of velocity and 
pressure 

Of course, RANS model 
can give no indication on 
flow unsteadiness in the 
free-flow turbulence of the 
tunnel. 

Modelling is not adapted. 
Besides, sources of 
turbulence are known to be 
spread around the whole 
tunnel circuit.  

Guidelines for 
improvement 
of the tunnel 

Locate tunnel features that 
can be improved and 
quantify expected 
improvements 

Small flow separation 
identified upstream of the 
convergent (only at low 
Reynolds number). Clues 
about non-uniformity in 
total pressure. No indication 
for flow angle. 

CFD is helpful in some 
instances, but must be 
completed with other 
analyses. 
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